CPSC 457 - Assignment 3

Due date: **Friday, March 8, 2019 at 11:30pm**. Individual assignment. No group work allowed.

Weight: 6% of the final grade.

# Q1 – Written question (2 marks)

Suppose a program spends 75% of time doing I/O. Calculate the CPU utilization when running 8 copies of such a program at the same time. Assume one single-core CPU, and all I/O operations are executed in parallel.

-Question 1 problem is defined by the next formula:

* 1-(0.75^8)
* ≈ 0.8999
* ≈ 0.9

Answer: The CPU utilization when running 8 copies of the mentioned program is around **90%**

# Q2 – Written question (4 marks)

Consider the following set of processes (all times given in seconds):

|  |  |  |
| --- | --- | --- |
| Process | Arrival Time | Burst Time |
| P1 | 0 | 12 |
| P2 | 2 | 1 |
| P3 | 3 | 3 |
| P4 | 5 | 1 |
| P5 | 9 | 5 |

Draw a Gantt chart to illustrate the execution of these processes using the SRTN scheduling algorithm. Also calculate the average wait time.

In case of ties, use FCFS to break break them. This means that an older job in the system has priority over a newly arrived job. For example, if an older job needs to be inserted into the ready queue at precisely the same time as some newly arrived job, the older job will be inserted first.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Process | Arrival | Burst | Start | Finish | Turnaround | Waiting |
| P1 | 0 | 12 | 0 | 22 | 22 | 10 |
| P2 | 2 | 1 | 2 | 3 | 1 | 0 |
| P3 | 3 | 3 | 3 | 6 | 3 | 0 |
| P4 | 5 | 1 | 6 | 7 | 2 | 1 |
| P5 | 9 | 5 | 9 | 14 | 5 | 0 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P1 | P1 | P2 | P3 | P3 | P3 | P4 | P1 | P1 | P5 | P5 | P5 | P5 | P5 | P1 | P1 | P1 | P1 | P1 | P1 | P1 | P1 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |

* Since at time “0” the only present process is P1, P1 is scheduled. And it will continue to until a shorter running task appears on the list.
* Then P2 arrives on CPU time “2”, since P2 has the lowest running time, P1 is stopped and P2 is scheduled.
* At CPU time “3” process P2 has finished executing and P3 arrives in the list. Since P3 has a burst time lower than P1 current burst (P3bst=3<P1bst=10).
* Then at CPU time “5” P4 arrives in the list. This process has same burst time as P3, but since P3 arrived before P3 continues to execute.
* Then at CPU time “6” P4 starts executing since its the current shortest job on the list.
* At CPU time “7” since there is no other process on the List, P1 starts executing again.
* At CPU time ”9” P5 arrives in the list. Since the current burst time of P1 is higher than P5, P5 is scheduled and P1 is stopped again.
* P5 finishes executing at CPU time “14” and then P1 resumes execution.
* At CPU time “22” the P1 ends and all process have now finished executing.
* **Execution order: P1, P2, P3,P4,P1,P5**
* **Average waiting time: 2.2, there were 7 context switches**

# Q3 – Written question (4 marks)

For the same set of processes as in Q2, draw a Gantt chart to illustrate the execution of these processes using the RR scheduling algorithm with **1sec quantum**. Use FCFS to break ties. How many context switches are there?

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Process | Arrival | Burst | Start | Finish | Turnaround | Waiting |
| P1 | 0 | 12 | 0 | 22 | 22 | 10 |
| P2 | 2 | 1 | 2 | 3 | 1 | 0 |
| P3 | 3 | 3 | 3 | 9 | 6 | 3 |
| P4 | 5 | 1 | 6 | 7 | 1 | 0 |
| P5 | 9 | 5 | 9 | 18 | 9 | 4 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P1 | P1 | P2 | P1 | P3 | P1 | P4 | P3 | P1 | P3 | P5 | P1 | P5 | P1 | P5 | P1 | P5 | P1 | P5 | P1 | P1 | P1 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |

* **Execution order: P1, P2, P1, P3, P1, P4, P3, P1, P4, P1, P3, P5, P1, P5, P1, P5, P1, P5, P1, P5, P1.**
* **Average waiting time: 3.4, there were 21 context switches**

# Q4 – Written question (4 marks)

For the same set of processes as in Question 2, assume that P1 and P5 are high priority processes, P2 and P4 are medium priority processes, and P3 is a low priority process. Draw the Gantt chart to illustrate the execution of these processes using a multi-level feedback queue scheduling algorithm using 3 queues: the high priority level queue **Q1 uses RR scheduling with 2s quantum,** the medium priority level queue **Q2 uses RR scheduling with 4s quantum**, and the low priority level queue **Q3 uses FCFS scheduling**.

Notes:

* When P1 and P5 arrive, they go straight to Q1. When P2 and P4 arrive, they go straight to Q2. P3 goes straight to Q3.
* Processes can move down in priority if they exceed the corresponding time slice - for example P1 starts in Q1, but it could eventually end up in Q3.
* In general, processes can move both up and down in priority queues. However, for this question, processes cannot move up.
* In general, a running process belonging to a lower priority queue could be preempted by a process arriving into a higher priority queue. For this question you will ignore such source of preemption.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Process | Arrival | Burst | Start | Finish | Turnaround | Waiting |
| P1 | 0 | 12 | 0 | 22 | 22 | 10 |
| P2 | 2 | 1 | 2 | 3 | 1 | 0 |
| P3 | 3 | 3 | 8 | 11 | 3 | 0 |
| P4 | 5 | 1 | 7 | 8 | 1 | 0 |
| P5 | 9 | 5 | 11 | 16 | 5 | 0 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| P1 | P1 | P2 | P1 | P1 | P1 | P1 | P4 | P3 | P3 | P3 | P5 | P5 | P5 | P5 | P5 | P1 | P1 | P1 | P1 | P1 | P1 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |

# Q5 - Programming question – multithreaded (30 marks)

In Appendix 1 you will find a C program called countPrimes.c, which reads numbers from the standard input, and counts how many of them are prime. To compile this program, use:![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8PAwAI9gL7rVpmuwAAAABJRU5ErkJggg==)

You can also use a C++ compiler:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8HAwAI7gL3hTaWPwAAAABJRU5ErkJggg==)

After you run the program you can type in the numbers. To indicate EOF you press <ctrl-d>:![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8fAwAI+gL9Kv2mJAAAAABJRU5ErkJggg==)

Notice that the input can have multiple numbers per line. To simplify testing, you can prepare different input files, and then use standard input redirect ‘<’ to feed a file to the program. For example, you can store 4 numbers in a file test.txt:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//87AwAI7AL2nna94QAAAABJRU5ErkJggg==)

To run the code on the file, instead of having to type in the numbers yourself, you can:![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8XAwAI8gL5EGx94gAAAABJRU5ErkJggg==)

In the above example the program found 2 primes (13 and 11). You can find additional test files in Appendix 2.

Your job is to improve the execution time of countPrimes.c by making it multi-threaded, using pthreads. Your program should take a single command line argument ‘N’, which will determine how many threads your program will be allowed to have running at any given time. Ideally, if your program takes time T to complete a test using 1 thread, then using N threads the program should only take T/N time to complete. For example, if it takes 10 seconds for a run with 1 thread, then it should take 2.5 seconds to run it with 4 threads. In order to achieve this goal, you will need to design your program so that:

* each thread is doing roughly equal amount of work;
* the synchronization mechanisms are efficient; and
* running time of your solution with 1 thread is the same as running time of the original non-threaded program.

The output of your program should match the output of the original program exactly. You may assume that there will be no more than 10,000 numbers in the input file, and that all numbers will be in the range [0 .. 2^63-2].

Please note that the purpose of this question is NOT to find a more efficient prime test algorithm. The purpose of this assigment is to parallelize the existing solution, using the exact same prime testing algorithm. You are free to use any parts of the countPrimes.c from the Appendix 1 in your program. However, you are **not allowed** to use any other code in your solution that you did not write yourself (unless it was explicitly provided for you by the intstructor or your TA).

# Q6 – Written question (5 marks)

Time the original program as well as your solution on three files from Appendix 2: medium.txt, hard.txt and hard2.txt. For each input file you will run your solution 6 times, using different number of threads: 1, 2, 3, 4, 8 and 16.

The ‘Observed timing’ column will contain the raw timing results of your runs. The ‘Observed speedup’ column will be calculated as a ratio of your raw timing with respect to the timing of the original program. Once you have created the tables, explain the results you obtained. Are the timings what you expected them to be? If not, explain why they differ.

|  |  |  |  |
| --- | --- | --- | --- |
| Test file: easy.txt | | | |
| **# threads** | **Observed timing** | **Observed speedup compared to original** | **Expected speedup** |
| original program | 0.003s | 1.0 | 1.0 |
| 1 | 0.003s | 1.0 | 1.0 |
| 2 | 0.003s | 1.0 | 2.0 |
| 3 | 0.003s | 1.0 | 3.0 |
| 4 | 0.003s | 1.0 | 4.0 |
| 8 | 0.003s | 1.0 | 8.0 |
| 16 | 0.003s | 1.0 | 16.0 |

|  |  |  |  |
| --- | --- | --- | --- |
| Test file: medium.txt | | | |
| **# threads** | **Observed timing** | **Observed speedup compared to original** | **Expected speedup** |
| original program | 29.72s | 1.0 | 1.0 |
| 1 | 30.21s | 0.98 | 1.0 |
| 2 | 16.95s | 1.47 | 2.0 |
| 3 | 13,14 | 1.61 | 3.0 |
| 4 | 10.147 | 1.65 | 4.0 |
| 8 | 9.12 | 1.69 | 8.0 |
| 16 | 10.56 | 1.64 | 16.0 |

|  |  |  |  |
| --- | --- | --- | --- |
| Test file: hard.txt | | | |
| **# threads** | **Observed timing** | **Observed speedup compared to original** | **Expected speedup** |
| original program | 10.84 | 1.0 | 1.0 |
| 1 | 11.86 | 0,972 | 1.0 |
| 2 | 10,61 | 1.023 | 2.0 |
| 3 | 10,51 | 1.033 | 3.0 |
| 4 | 10,47 | 10.37 | 4.0 |
| 8 | 10,34 | 1.05 | 8.0 |
| 16 | 10,22 | 1.062 | 16.0 |

|  |  |  |  |
| --- | --- | --- | --- |
| Test file: hard2.txt | | | |
| **# threads** | **Observed timing** | **Observed speedup compared to original** | **Expected speedup** |
| original program | 10.32 | 1.0 | 1.0 |
| 1 | 10.34 | 0.999 | 1.0 |
| 2 | 10,28 | 1.0039 | 2.0 |
| 3 | 10,11 | 1.0203 | 3.0 |
| 4 | 9,89 | 1.0409 | 4.0 |
| 8 | 9,66 | 1.064 | 8.0 |
| 16 | 9,67 | 1.069 | 16.0 |

Analysis and Results:

General:

My algorithm count.cpp divides the workload of each one by the number of numbers to be evaluated. I do not create more threads than numbers to be evaluated because that would lead the program to have many idle Threads (following the implemented logic). Also some current error in respects to the overall algorithm execution causes some elements to be evaluated multiple times or in disorder, thats why the reiteration of repeated elements are causing a delay in the program as well.

Detail:

Easy.txt:

As we can see there is no much difference in the overall execution, despite the number of threads, this is given because the overall execution is minimal and any change is not shown in the command time

Medium.txt:

Not as strong results as expected, but we can see that the overall execution time does indeed decrease the most out of all files tested, according to the number of threads being implement. Also just as noted in the general section, it is very probable that the ‘reiteration’ handling is causing a higher delay the more Threads are implemented.

hard1.txt & hard2.txt:

The overall execution of these two did not differ much to what the execution from that of the original findPrimes.c. I would say this is, again, because the logic of my algorithm divides the number of integers that each Thread analyzes. Since both hard1 and hard2 contain a small amount of integers (containing also a couple of really long ones) the algorithm was not able to divide much of the workload in between each Thread, since some integer analysis have a longer execution time than others.

# Q7 – Programming question – single threaded (20 marks)

Write a program that simulates the execution of processes using two different scheduling algorithms: non-preemptive shortest-job-first and preemptive round-robin. Your program will start by reading the description of the processes from a configuration file, and then run the simulation. During the simulation your program will output the state of the processes at ever simulated time step. The scheduling algorithm that will be used in your simulation will be specified on the command line. You may make the following assumptions:

* There is only one CPU, i.e., only one process can run at a time.
* The processes in the configuration files are sorted by their arrival time in ascending order.
* For output purposes you need to give the processes names in the format ‘Px’, where x is the process ID. Assign IDs consecutively starting from 0.
* All processes are CPU-bound, i.e., a process will never be in the WAITING state.
* There will be between 0 and 30 processes in the input configuration file.
* Process arrival time will be in the range [0,100], and process burst in the range [1,100]. A sample configuration file config.txt is below:![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8vAwAI+AL89h3njgAAAABJRU5ErkJggg==)

This file contains information about 3 processes, each process on a separate line. Each line in the configuration file contains exactly 2 integers: the first one denotes the arrival time of the process, and the second one the burst length. For example, the 2nd line “3 5” means that process P1 arrives at time 3 and it has a burst of 5 seconds.

Your program will accept 3 command-line arguments: (1) the name of the configuration file, (2) the name of the scheduling algorithm (‘RR’ for round-robin or ‘SJF’ for shortest job first), and

1. the time quantum for the round-robin scheduling algorithm. Sample command-line arguments for your program are given in this example:![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8bAwAI6gL1zE+pdQAAAABJRU5ErkJggg==)

Your program will schedule the jobs using the scheduling algorithm specified on the command- line arguments (round-robin with time-slice of 3 seconds in the above example). Your program must output the states of all processes every simulated time step to standard output.At the end, the program also reports the time that each process spent waiting in the ready queue as well as the overall average waiting time. Below is a sample output for the above command line arguments and the config.txt file. The first column in output.txt is the number of seconds into the execution of the program, and there is one column for each process. Use “+” to denote the READY state, “.” to denote the RUNNING state, and a white space “ “ to denote a non-existing process or a terminated process. The output of your program should be nicely aligned:

|  |  |  |  |
| --- | --- | --- | --- |
| $ **./scheduler config.txt RR 3**  Time P0 P1 P2  ------------------------------------------------------------  0 | | | |
| 1 | . |  |  |
| 2 | . |  |  |
| 3 | . | + |  |
| 4 | + | . |  |
| 5 | + | . | + |
| 6 | + | . | + |
| 7 | . | + | + |
| 8 | . | + | + |
| 9 | . | + | + |
| 10 | + | + | . |
| 11 | + | + | . |
| 12 | + | + | . |

|  |  |  |
| --- | --- | --- |
| 13 | + | . |
| 14 | + | . |
| 15 | . |  |
| 16 | . |  |
| 17 | . |  |
| 18 | . |  |
| ------------------------------------------------------------  P0 waited 8.000 sec. P1 waited 7.000 sec. P2 waited 5.000 sec.  Average waiting time = 6.667 sec. | | |

## Hints:

Recall that a process is always in one of 3 states: READY, RUNNING or WAITING, alghough in this question you will ignore the WAITING state. Your program should maintain a ready queue to keep track of the processes according to the scheduling algorithm given on the command line. When a process is picked by the scheduler, its state is changed from READY to RUNNING. If a process is preempted, its state is changed from RUNNING to READY, and it is placed back in the ready queue at the appropriate spot. If a process finishes its execution, it should be removed from your simulation.

## Notes on the command line arguments:

Your program must accept some parameters on the command line. Please make sure that you error check this user input! If the user does not provide correct arguments, you should print out an informative error message and abort the program.

You must support the uppercase strings "RR" and "SJF". If you also want to accept lowercase "rr" and "sjf", that's OK.

It is up to you how you will handle the 4th command line argument for "SJF" scheduler. The sensible options are:

* + If the user specifies time-slice for SJF, you report this as an error and abort (I suggest this option).
  + If the user specifies time-slice for SJF, you ignore it, although I recommend adding a warning message if you decide on this option.

# Submission

You should submit 3 files for this assignment:

* + Answers to the written questions combined into a single file, called either report.txt

or report.pdf. Do not use any other file formats.

* + Your solution to Q5 called count.c or count.cpp.
  + Your solution to Q7 called scheduler.c or scheduler.cpp.

Since D2L will be configured to accept only a single file, you will need to submit an archive, eg.

assignment3.tgz. To create such an archive, you could use a command similar to this:![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8rAwAI6AL0EK/o3wAAAABJRU5ErkJggg==)

# General information about all assignments:

* + All assignments must be submitted before the due date listed on the assignment. Late assignments or components of assignments will not be accepted for marking without approval for an extension beforehand. What you have submitted in D2L as of the due date is what will be marked.
  + Extensions may be granted for reasonable cases, but only by the course instructor, and only with the receipt of the appropriate documentation (e.g. a doctor's note). Typical examples of reasonable cases for an extension include: illness or a death in the family. Cases where extensions will not be granted include situations that are typical of student life, such as having multiple due dates, work commitments, etc. Forgetting to hand in your assignment on time is not a valid reason for getting an extension.
  + After you submit your work to D2L, make sure that you check the content of your submission. It's your responsibility to do this, so make sure that you submit your assignment with enough time before it is due so that you can double-check your upload, and possibly re-upload the assignment.
  + All assignments should include contact information, including full name, student ID and tutorial section, at the very top of each file submitted.
  + Assignments must reflect individual work. Group work is not allowed in this class nor can you copy the work of others. For further information on plagiarism, cheating and other academic misconduct, check the information at this link: [http://www.ucalgary.ca/pubs/calendar/current/k-5.html.](http://www.ucalgary.ca/pubs/calendar/current/k-5.html)
  + You can and should submit many times before the due date. D2L will simply overwrite previous submissions with newer ones. It’s better to submit incomplete work for a chance of getting partial marks, than not to submit anything.
  + Only one file can be submitted per assignment. If you need to submit multiple files, you can put them into a single container. The container types supported will be ZIP and TAR. No other formats will be accepted.
  + Assignments will be marked by your TAs. If you have questions about assignment marking, contact your TA first. If you still have questions after you have talked to your TA then you can contact your instructor.

# Appendix 1 – countPrimes.c for Q5 and Q6

/// counts number of primes from standard input

/// compile with:

/// $ gcc countPrimes.c –O2 -o count –lm

/// by Pavol Federl, for CPSC457 Spring 2017, University of Calgary #include <stdio.h>

#include <stdlib.h> #include <stdint.h> #include <math.h>

/// primality test, if n is prime, return 1, else return 0 int isPrime(int64\_t n)

{

if( n <= 1) return 0; // small numbers are not primes if( n <= 3) return 1; // 2 and 3 are prime

if( n % 2 == 0 || n % 3 == 0) return 0; // multiples of 2 and int64\_t i = 5;

int64\_t max = sqrt(n); while( i <= max) {

if (n % i == 0 || n % (i+2) == 0) return 0; i += 6;

}

return 1;

}

int main( int argc, char \*\* argv)

{

/// parse command line arguments int nThreads = 1;

if( argc != 1 && argc != 2) {

printf("Uasge: countPrimes [nThreads]\n"); exit(-1);

}

if( argc == 2) nThreads = atoi( argv[1]);

/// handle invalid arguments

if( nThreads < 1 || nThreads > 256) {

printf("Bad arguments. 1 <= nThreads <= 256!\n");

}

if( nThreads != 1) {

printf("I am not multithreaded yet :-(\n"); exit(-1);

}

/// count the primes

printf("Counting primes using %d thread%s.\n", nThreads, nThreads == 1 ? "s" : "");

int64\_t count = 0; while( 1) {

int64\_t num;

if( 1 != scanf("%ld", & num)) break; if( isPrime(num)) count ++;

}

/// report results

printf("Found %ld primes.\n", count); return 0;

}

# Appendix 2 – test files for Q5 and Q6

easy.txt![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8/AwAI/AL+eMSysAAAAABJRU5ErkJggg==)

medium.txt![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8LAwAI5gLzS+hp6gAAAABJRU5ErkJggg==)

hard.txt![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//8nAwAI8AL4zIw8SAAAAABJRU5ErkJggg==)

hard2.txt![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR42mP4//83AwAI9AL6QlVpdgAAAABJRU5ErkJggg==)